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#### Abstract

This paper presents the small sample optimum choice of the $k\left(\leq r_{2}\right)$ order statistics for the best linear unbiased estimate (BLUE) of the parameters $\mu$ and $\sigma$ or $\sigma$ alone ( $\mu$ known) when the sample is Type II censored on the right. For $n=2(1) 10, k=1(1) r_{2}$ and $r_{2}=\{[.50 n]+1\}$ (1)n, the optimum ranks, the coefficients of the BLUEs have been presented in Table I.


## Introduction

Assume that we are sampling from the exponential distribution

$$
\begin{equation*}
f(x)=\frac{1}{\sigma} e^{-(x-\mu) / \sigma} \quad x \geq \mu ; \quad \sigma>0 \tag{1.1}
\end{equation*}
$$

under Type II censoring procedure with a fixed proportion of censoring on the right. The symbols $\mu$ and $\sigma$ denote the location and the scale parameters respectively. From a random sample of size $n$ let $x_{(1)}<x_{(2)}<\cdots<x_{\left(r_{2}\right)}$ be the uncensored portion of the sample. The integer $r_{2}$ is the rank of the largest observation in the uncensored portion of the sample. We are interested in the estimation of $\mu$ and $\sigma$ or $\sigma$ alone, when $\mu$ is known, on the basis of $k$ suitably chosen order statistics $x_{\left(n_{1}\right)}, x_{\left(n_{2}\right)}, \cdots x_{(n k)}$ where $n_{1}, n_{2}, \cdots n_{k}$ are the ranks satisfying the inequality $1 \leq n_{1}<\cdots<n_{k} \leq r_{2}$.

The small sample as well as the asymptotic ( $n \rightarrow \infty$ ) situation in uncensored samples (i.e., all the $n$ observations are available for estimation) has been considered by Harter (1961), Kulldorff (1963a, 1963b), Ogawa (1960), Saleh (1964), Saleh and Ali (1966a), Sarhan, Greenberg and Ogawa (1963) and Siddiqui (1963). The asymptotic ( $n \rightarrow \infty$ ) situation concerning the optimum choice of the $k\left(\leq r_{2}\right)$ order statistics has been considered by Saleh (1964, 1966b).

We shall present here the small sample optimum choice of the $k\left(\leq r_{2}\right)$ order statistics for the best linear unbiased estimate (BLUE) of the parameters $\mu$ and $\sigma$ or $\sigma$ alone ( $\mu$ known) when the sample is Type II censored on the right. For $n=2(1) 10, k=1(1) r_{2}$ and $r_{2}=\{[.50 n]+1\}(1) n$, the optimum ranks, the coefficients of the BLUEs have been presented in Table I.

[^0]Table I: The Coefficients of Blue of the Scale Parameter Based on Optimum Order Statistics From Censored Samples
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Table I Continued
$n=6$

| $r_{2}$ | $k$ | $n_{1}$ | $n_{2}$ | $n_{3}$ | $n_{4}$ | $n_{5}$ | $n_{6}$ | $K^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 1 | 3 |  |  |  |  |  | 2.4190 |
|  |  | 1.6216 |  |  |  |  |  |  |
|  | 2 | 2 | 3 |  |  |  |  | 2.9836 |
|  |  | . 4725 | 1.3407 |  |  |  |  |  |
|  | 3 | 1 | 2 | 3 |  |  |  | 3.0000 |
|  |  | . 3333 | . 3333 | 1.3333 |  |  |  |  |
| 4 | 1 | 4 |  |  |  |  |  | 4.2787 |
|  |  | 1.0526 |  |  |  |  |  |  |
|  | 2 | 2 | 4 |  |  |  |  | 3.9436 |
|  |  | . 5198 | . 8520 |  |  |  |  |  |
|  | 3 | 2 | 3 | 4 |  |  |  | 3.9836 |
|  |  | . 3539 | . 2510 | . 7531 |  |  |  |  |
|  | 4 | 1 | 2 | 3 | 4 |  |  | 4.9836 |
|  |  | . 2500 | . 2500 | . 2500 | . 7500 |  |  |  |
| 5 | 1 | 5 |  |  |  |  |  | 4.2787 |
|  |  | . 6897 |  |  |  |  |  |  |
|  | 2 | 3 | 5 |  |  |  |  | 5.5388 |
|  |  | . 5010 | . 4766 |  |  |  |  |  |
|  | 3 | 2 | 4 | 5 |  |  |  | 4.9436 |
|  |  | . 4146 | . 2751 | . 4046 |  |  |  |  |
|  | 4 | 2 | 3 | 4 | 5 |  |  | 4.9836 |
|  |  | . 2829 | . 2007 | . 2007 | . 4013 |  |  |  |
|  | 5 | 1 | 2 | 3 | 4 | 5 |  | 5.0000 |
|  |  | . 2000 | . 2000 | . 2000 | . 2000 | . 4000 |  |  |
| 6 | 1 | 5 |  |  |  |  |  | 4.2787 |
|  |  | . 6897 |  |  |  |  |  |  |
|  | 2 | 4 | 6 |  |  |  |  | 5.5388 |
|  |  | . 4939 | . 2167 |  |  |  |  |  |
|  | 3 | 3 | 5 | 6 |  |  |  | 5.8421 |
|  |  | . 4152 | . 2238 | . 1712 |  |  |  |  |
|  | 4 | 2 | 4 | 5 | 6 |  |  | 5.9436 |
|  |  | . 3449 | . 2288 | . 1682 | . 1682 |  |  |  |
|  | 5 | 2 | 3 | 4 | 5 | 6 |  | 5.9836 |
|  |  | . 2356 | . 1671 | . 1671 | . 1671 | . 1671 |  |  |
|  | 6 | 1 | ${ }_{2}$ |  |  |  |  | 6.0000 |
|  |  | . 1667 | . 1667 | . 1667 | $.1667$ | $.1667$ | $.1667$ |  |

Table I Continued

| $r_{2}$ | $k$ | $n_{1}$ | $n_{2}$ | $n_{3}$ | $n_{4}$ | $n_{5}$ | $n_{6}$ | $n_{7}$ | $K^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 1 | 4 |  |  |  |  |  |  | 3.8283 |
|  |  | 1.3166 |  |  |  |  |  |  |  |
|  | 2 | 2 | 4 |  |  |  |  |  | 3.9638 |
|  |  | . 5130 | 1.1076 |  |  |  |  |  |  |
|  | 3 | 2 | 3 | 4 |  |  |  |  | 3.9882 |
|  |  | . 3569 | . 2507 | 1.003 |  |  |  |  |  |
|  | 4 | 1 | 2 | 3 | 4 |  |  |  | 4.0000 |
|  |  | . 2500 | . 2500 | . 2500 | 1.0000 |  |  |  |  |
| 5 | 1 | 5 |  |  |  |  |  |  | 4.5621 |
|  |  | . 9150 |  |  |  |  |  |  |  |
|  | 2 | 3 | 5 |  |  |  |  |  | 4.9040 |
|  |  | . 4930 | . 6852 |  |  |  |  |  |  |
|  | 3 | 2 | 4 | 5 |  |  |  |  | 4.9638 |
|  |  | . 4096 | . 2801 | . 6044 |  |  |  |  |  |
|  | 4 | 2 | 3 | 4 | 5 |  |  |  | 4.9882 |
|  |  | . 2854 | . 2005 | . 2005 | . 6014 |  |  |  |  |
|  | 5 | 1 | 2 | 3 | 4 | 5 |  |  | 5.0000 |
|  |  | . 2000 | . 2000 | . 2000 | . 2000 | . 6000 |  |  |  |
| 6 | 1 | 6 |  |  |  |  |  |  | 4.9574 |
|  |  | . 6278 |  |  |  |  |  |  |  |
|  | 2 | 4 | 6 |  |  |  |  |  | 5.7514 |
|  |  | . 4751 | . 4012 |  |  |  |  |  |  |
|  | 3 | 3 | 5 | 6 |  |  |  |  | 5.9039 |
|  |  | . 4095 | . 2304 | . 3388 |  |  |  |  |  |
|  | 4 | 2 | 4 | 5 | 6 |  |  |  | 5.9638 |
|  |  | . 3409 | . 2331 | . 1677 | . 3354 |  |  |  |  |
|  | 5 | 2 | 3 | 4 | 5 | 6 |  |  | 5.9882 |
|  |  | . 2377 | . 1670 | . 1670 | . 1670 | . 3340 |  |  |  |
|  | 6 | 1 | 2 | 3 | 4 | 5 | 6 |  | 6.0000 |
|  |  | . 1667 | . 1667 | . 1667 | . 1667 | . 1667 | . 3333 |  |  |
| 7 | 1 | 6 |  |  |  |  |  |  | 4.9574 |
|  |  | . 6278 |  |  |  |  |  |  |  |
|  | 2 | 5 | 7 |  |  |  |  |  | 6.3621 |
|  |  | . 4675 | . 1886 |  |  |  |  |  |  |
|  | 3 | 4 | 6 | 7 |  |  |  |  | 6.7514 |
|  |  | . 4048 | . 1937 | . 1481 |  |  |  |  |  |
|  | 4 | 3 | 5 | 6 | 7 |  |  |  | 6.9039 |
|  |  | . 3502 | . 1970 | . 1448 | . 1448 |  |  |  |  |
|  | 5 | 2 | 4 | 5 | 6 | 7 |  |  | 6.9638 |
|  |  | . 2920 | . 1996 | . 1436 | . 1436 | . 1436 |  |  |  |
|  | 6 | 2 | 3 | 4 | 5 | 6 | 7 |  | 6.9882 |
|  |  | . 2037 | . 1431 | . 1431 | . 1431 | . 1431 | . 1431 |  |  |
|  | 7 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 7.0000 |
|  |  | . 1429 | . 1429 | . 1429 | . 1429 | . 1429 | . 1429 | . 1429 |  |

Table I Continued
$\left.\begin{array}{ccccccccc}n= & 8 & & n_{3} & n_{4} & n_{5} & n_{6} & n_{7} & n_{8}\end{array}\right] K^{*}$

| $r_{2}$ | $k$ | $n_{1}$ | $n_{2}$ | $n_{3}$ | $n_{4}$ | $n_{5}$ | $n_{6}$ | $n_{7}$ | $n_{8}$ | K* |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 5 | 2 | 4 | 6 | 7 | 8 |  |  |  | 7.9348 |
|  |  | . 2551 | . 2583 | . 1714 | . 1260 | . 1260 |  |  |  |  |
|  | 6 | 2 | 4 | 5 | 6 | 7 | 8 |  |  | 7.9748 |
|  |  | . 2538 | . 1768 | . 1254 | . 1254 | . 1254 | . 1254 |  |  |  |
|  | 7 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  | 7.9912 |
|  |  | . 1794 | . 1251 | . 1251 | . 1251 | . 1251 | . 1251 | . 1251 |  |  |
|  | 8 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 8.0000 |
|  |  | . 1250 | . 1250 | . 1250 | . 1250 | . 1250 | . 1250 | . 1250 | . 1250 |  |

$n=9$


Table I Continued
$n=9$ Continued-

| $r_{2}$ | $k$ | $n_{1}$ | $n_{2}$ | $n_{3}$ | $n_{4}$ | $n_{5}$ | $n_{6}$ | $n_{7}$ | $n_{8}$ | $n 9$ | $K^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 1 | 8 |  |  |  |  |  |  |  |  | 6.1973 |
|  |  | . 5468 |  |  |  |  |  |  |  |  |  |
| 2 |  | 5 | 8 |  |  |  |  |  |  |  | 7.5569 |
|  |  | . 5110 | . 3384 |  |  |  |  |  |  |  |  |
| 3 |  | 3 | 6 | 8 |  |  |  |  |  |  | 7.8106 |
|  |  | . 3969 | . 3106 | . 2955 |  |  |  |  |  |  |  |
| 4 |  | 3 | 5 | 7 | 8 |  |  |  |  |  | 7.9122 |
|  |  | . 3063 | . 2591 | . 1719 | . 2528 |  |  |  |  |  |  |
| 5 |  | 2 | 4 | 6 | 7 | 8 |  |  |  |  | 7.9569 |
|  |  | . 2536 | . 2555 | . 1747 | . 1257 | . 2514 |  |  |  |  |  |
| 6 |  | 2 | 4 | 5 | 6 | 7 | 8 |  |  |  | 7.9813 |
|  |  | . 2528 | . 1784 | . 1253 | . 1253 | . 1253 | . 2506 |  |  |  |  |
|  | 7 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  |  | 7.9931 |
|  |  | . 1803 | . 1251 | . 1251 | . 1251 | . 1251 | . 1251 | . 2502 |  |  |  |
| 8 |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  | 8.0000 |
|  |  | . 1250 | . 1250 | . 1250 | . 1250 | . 1250 | . 1250 | . 1250 | . 2500 |  |  |
| 9 | 1 | 8 |  |  |  |  |  |  |  |  | 6.1973 |
|  |  | . 5468 |  |  |  |  |  |  |  |  |  |
|  | 2 | 6 | 9 |  |  |  |  |  |  |  | 8.0180 |
|  |  | . 5271 | . 1680 |  |  |  |  |  |  |  |  |
| 3 |  | 4 | 7 | 9 |  |  |  |  |  |  | 8.5818 |
|  |  | . 4076 | . 2875 | . 1398 |  |  |  |  |  |  |  |
| 4 |  | 3 | 6 | 8 | 9 |  |  |  |  |  | 8.8106 |
|  |  | . 3518 | . 2753 | . 1484 | . 1135 |  |  |  |  |  |  |
| 5 |  | 3 | 5 | 7 | 8 | 9 |  |  |  |  | 8.9122 |
|  |  | . 2719 | . 2300 | . 1526 | . 1122 | . 1122 |  |  |  |  |  |
| 6 |  | 2 | 4 | 6 | 7 | 8 | 9 |  |  |  | 8.9569 |
|  |  | . 2253 | . 2270 | . 1552 | . 1116 | . 1116 | . 1116 |  |  |  |  |
| 7 |  | 2 | 4 | 5 | 6 | 7 | 8 | 9 |  |  | 8.9813 |
|  |  | . 2247 | . 1585 | . 1113 | . 1113 | . 1113 | . 1113 | . 1113 |  |  |  |
| 8 |  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |  | 8.9931 |
|  |  | . 1603 | . 1112 | . 1112 | . 1112 | . 1112 | . 1112 | . 1112 | . 1112 |  |  |
| 9 |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 9.0000 |
|  |  | . 1111 | . 1111 | . 1111 | . 1111 | . 1111 | . 1111 | . 1111 | . 1111 | 1111 |  |
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$n=10$ Continued


Optimum Ranks of Order Statistics For the Estimation of $\sigma$ ( $\mu$ Known)
For $k\left(\leq r_{2}\right)$ let $x_{\left(n_{1}\right)}, x_{\left(n_{2}\right)}, \cdots x_{\left(n_{k}\right)}$ be the $k$ order statistics of fixed ranks $n_{1}, n_{2}, \cdots, n_{k}$ satisfying the inequality $1 \leq n_{1}<\cdots<n_{k} \leq r_{2}$. Then the BLUE of $\sigma$ due to Kuldorff (1963) is, $\hat{\sigma}=b_{0} \mu+\sum_{i=1}^{k} b_{i} x_{\left(n_{i}\right)}$ where

$$
b_{i}=\left(\delta_{1, i} / \delta_{2, i}-\delta_{1, i+1} / \delta_{2, i+1}\right) / K \text { for } i=0,1, \cdots k
$$

and

$$
\begin{gathered}
\delta_{r i}=\sum_{i=n_{i}-1}^{n_{i}-1}(n-j)^{-r} \quad(r=1,2 ; i=1,2, \cdots k) ; \\
K=\sum_{i=1}^{k} \delta_{1, i}^{2} / \delta_{2, i} .
\end{gathered}
$$

The variance of $\hat{\sigma}$ is $V(\hat{\sigma})=\sigma^{2} / K$.
In order to determine the optimum ranks of the order statistics, we minimize
the variance of $\sigma$ or, equivalently, maximize $K$ subject to the restriction $1 \leq n_{1}<\cdots<n_{k} \leq r_{2}$. The maximization of $K$ subject to the restriction $1 \leq n_{1}<\cdots<n_{k} \leq n$ has been considered by Kulldorff (1963b). Let this maximum be attained at ( $n_{0}^{1}<n_{2}^{0}<\cdots<n_{k}^{0}$ ). For the maximum of $K$ we have two situations (i) the proportion of censoring is such that $r_{2} \geq n_{k}^{0}$; (ii) the proportion of censoring is such that $r_{2}<n_{k}^{0}$. In the first case, the optimum ranks are $n_{1}^{0}, \cdots, n_{k}^{0}$. In the second case, we have solved the problem numerically on an IBM 7040 for $n=2(1) 10, r_{2}=\{[.50 n]+1\}(1) n$ and $k=1(1) r_{2}$. The optimum ranks, the coefficients of the BLUE and the maximum value of $K$ are presented in Table I. If we use the optimum ranks, the relative efficiency (RE) of this BLUE of $\sigma$ compared to the BLUE based on all the observations in the censored sample (Sarhan and Greenberg, 1957) is $K^{*} / r_{2}$, where $K^{*}$ is the maximum of $K$, subject to the restriction $1 \leq n_{1}<\cdots<n_{k} \leq r_{2}$.

## Optimum Ranks of Order Statistics for the Estimation of $\mu$ and $\sigma$

For $k\left(\leq r_{2}\right)$ let $x_{\left(n_{1}\right)}, \cdots, x_{\left(n_{k}\right)}$ be $k$ order statistics of fixed ranks $n_{1}, \cdots, n_{k}$ satisfying the inequality $1 \leq n_{1}<\cdots<n_{k} \leq r_{2}$. Then the BLUE's of $\sigma$ and $\mu$ due to Kulldorff (1963b) are:

$$
\begin{gathered}
\hat{\sigma}=\sum_{i=1}^{k} b_{i} x_{\left(n_{i}\right)} \\
\hat{\mu}=x_{\left(n_{1}\right)}-\hat{\sigma} \delta_{11}
\end{gathered}
$$

where

$$
\begin{aligned}
b_{i} & =-\delta_{12} / L \delta_{22} \text { for } i=1 \\
& =\left(\delta_{1, i} / \delta_{2, i}-\delta_{1, i+1} / \delta_{2, i+1}\right) / L \text { for } i=2, \cdots k
\end{aligned}
$$

and

$$
L=\sum_{i=2}^{k} \delta_{1, i}^{2} / \delta_{2, i}
$$

The variances and covariance of the BLUE's are

$$
\begin{aligned}
& V(\hat{\sigma})=\sigma^{2} / L \\
& V(\hat{\mu})=\sigma^{2}\left(\delta_{21}+\delta_{11}^{2} / L\right) \\
& \operatorname{Cov}(\hat{\mu}, \hat{\sigma})=-\sigma^{2} \delta_{11} / L
\end{aligned}
$$

The generalized variance of the estimates $\hat{\mu}$ and $\hat{\sigma}$ is

$$
\begin{aligned}
\Lambda(\hat{\mu}, \hat{\sigma}) & =V(\hat{\mu}) V(\hat{\sigma})-\operatorname{Cov}^{2}(\hat{\mu}, \hat{\sigma}) \\
& =\sigma^{4} \delta_{21} / L
\end{aligned}
$$

In order to determine the optimum ranks of the order statistics, we minimize the generalized variance $\sigma^{4} \delta_{21} / L$ with respect to $n_{1}, n_{2}, \cdots n_{k}$ or equivalently maximize $L\left(\delta_{21}\right)^{-1}$ subject to the restriction $1 \leq n_{1}<\cdots<n_{k} \leq r_{2}$. By theorem 7 (Kulldorff, 1963b), it is clear that $L\left(\delta_{21}\right)^{-1}$ as a function $n_{1}$ decreases;
therefore we choose $n_{1}=1$. Let us now turn to the second step of maximizing $L\left(\delta_{21}\right)^{-1}$ with respect to $n_{2}, \cdots, n_{k}$ while keeping $n_{1}=1$ fixed. If we substitute $n-1$ for $n, k-1$ for $k$ and $n_{i+1}-1$ for $n_{i}^{\prime}(i=1,2, \cdots, k-1)$ in the expression for $K$ in Section II we obtain

$$
K^{\prime}=\sum_{i=1}^{k-1} \frac{\delta_{1 i}^{\prime 2}}{\delta_{2 i}^{\prime}}
$$

where

$$
\delta_{r i}^{\prime}=\sum_{i=n^{\prime} i-1}^{n^{\prime} i+1_{1}^{-1}}(n-1-j)^{-r} \quad . \quad(r=1,2 ; i=1,2, \cdots k-1)
$$

Therefore $L=n^{2} K^{\prime}$, where $K^{\prime}$ is a function of $n_{1}^{\prime}, n_{2}^{\prime}, \cdots n_{k-1}^{\prime}$ satisfying the inequality $1 \leq n_{1}^{\prime}<\cdots<n_{k-1}^{\prime} \leq\left(r_{2}-1\right)$. The remaining problem of maximizing $K^{\prime}$ with respect to $n_{1}^{\prime} \cdots n_{k-1}^{\prime}$ subject to $1 \leq n_{1}^{\prime}<\cdots<n_{k-1}^{\prime} \leq\left(r_{2}-1\right)$ has been discussed in Section II and we encounter two situations (i) $\left(r_{2}-1\right) \geq$ $n_{k-1}^{*}$ (ii) $\left(r_{2}-1\right)<n_{k-1}^{*}$ where $n_{k-1}^{*}$ is the largest rank in selecting $k-1$ order statistics from an uncensored sample of size $n-1$.

In the first case, the optimum ranks coincide with the ranks when the sample is not censored. In the second case, we maximize $K^{\prime}$ with respect to $n_{1}^{\prime} \cdots n_{k-1}^{\prime}$ numerically subject to the restriction $1 \leq n_{1}^{\prime}<\cdots<n_{k-1}^{\prime} \leq\left(r_{2}-1\right)$. Let these ranks be $n_{1}^{* *}, \cdots, n_{k-1}^{* *}$. Then the optimum ranks of the $k$ order statistics for the estimation of $\mu$ and $\sigma$ simultaneously are

$$
1,\left(n_{1}^{* *}+1\right),\left(n_{2}^{* *}+1\right), \cdots\left(n_{k-1}^{* *}+1\right)
$$

and the estimates are

$$
\begin{gathered}
\hat{\mu}=x_{(1)}-\hat{\sigma} / n \\
\hat{\sigma}=-\left(\sum_{i=1}^{k-1} b_{i}^{* *}\right) x_{(1)}+\sum_{i=1}^{k-1} b_{i}^{* *} x_{\left(n_{i} * *+1\right)}
\end{gathered}
$$

where the coefficients $b_{i}^{* *}(i=1, \cdots k-1)$ are based on the Ranks 1 and $\left(n_{i}^{* *}+1\right)(i=1,2 \cdots k-1)$. If we use these ranks, the joint efficiency (JE) of the estimates and the relative efficiencies (RE) of the estimates of $\mu$ and $\sigma$ are

$$
\begin{aligned}
\mathrm{JE}(\hat{\mu}, \hat{\sigma}) & =\frac{K^{*}}{\left(r_{2}-1\right)} \\
\operatorname{RE}(\hat{\sigma}) & =\frac{K^{*}}{\left(r_{2}-1\right)} \\
\operatorname{RE}(\hat{\mu}) & =\frac{r_{2} K^{*}}{\left(r_{2}-1\right)\left(K^{*}+1\right)}
\end{aligned}
$$

where $K^{*}$ is the maximum of $K^{\prime}$.
We present two examples for the estimation of $\sigma$ when $\mu$ is known and that of $\mu$ and $\sigma$ when both are unknown.

Example 1: (Estimation of $\sigma$ when $\mu$ is known). Assume $n=9, r_{2}=7$ and $k=4$. From Table I, we obtain the optimum ranks as $2,4,6$ and 7 . The BLUE of $\sigma$ based on the corresponding order statistics is given by

$$
\hat{\sigma}=-1.2133 u+.2900 x_{(2)}+.2923 x_{(4)}+.1998 x_{(6)}+.4312 x_{(7)} .
$$

The coefficient of $\mu$ is the negative of the sum of the coefficients of the order statistics in the above estimate. The Relative efficiency of the estimate is given by

$$
\operatorname{RE}(\hat{\sigma})=\frac{6.9569}{7.0000}=99.38 \%
$$

Example 2: (Estimation of $\mu$ and $\sigma$ ). Assume $n=9, r_{2}=7$ and $k=5$. From the reasonings of Section III we first select the first order statistics $x_{(1)}$. Then use Table I for $n=8, r_{2}=6$ and $K=4$ to obtain the optimum ranks as $2,4,5$ and 6 . Thus, the ranks of the relevent optimum order statistics to be used for estimation of $u$ and $\sigma$ are $1,3,5,6$ and 7 . The BLUEs are given by

$$
\begin{aligned}
& \hat{\mu}=x_{(1)}-\hat{\sigma} / n \\
& \hat{\sigma}=-1.2442 x_{(1)}+.3387 x_{(3)}+.2360 x_{(5)}+.1674 x_{(6)}+.5021 x_{(7)}
\end{aligned}
$$

Note that the coefficients of the estimate of $\sigma$ are available in Table I for $n=8$, $r_{2}=6$ and $K=4$. The coefficient of $x_{(1)}$ is the negative sum of the coefficients of the remaining order statistics used in the estimate of $\sigma$.

The joint efficiency and relative efficiencies of the estimates are

$$
\begin{aligned}
\mathrm{JE}(\hat{\mu}, \hat{\sigma}) & =\frac{5.9746}{6}=99.42 \% \\
\operatorname{RE}(\hat{\sigma}) & =\frac{5.9746}{6}=99.42 \% \\
\operatorname{RE}(\hat{\mu}) & =\frac{7 \times 5.9746}{6 \times 6.9746}=99.70 \%
\end{aligned}
$$
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